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Abstract Text mining approaches are commonly used to
discover relevant information and relationships in huge
amounts of text data. The term data mining refers to meth-
ods for analyzing data with the objective of finding patterns
that aggregate the main properties of the data. The merger
between the data mining approaches and on-line analyti-
cal processing (OLAP) tools allows us to refine techniques
used in textual aggregation. In this paper, we propose a
novel aggregation function for textual data based on the
discovery of frequent closed patterns in a generated doc-
uments/keywords matrix. Our contribution aims at using a
data mining technique, mainly a closed pattern mining algo-
rithm, to aggregate keywords. An experimental study on a
real corpus of more than 700 scientific papers collected on
Microsoft Academic Search shows that the proposed algo-
rithm largely outperforms four state-of-the-art textual ag-
gregation methods in terms of recall, precision, F-measure
and runtime.
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1 Introduction

The field of data mining offers a set of techniques and
intelligent tools to address data exploration challenges [1].
Data mining, also called Knowledge Discovery in Databases
(KDD), is “the non trivial extraction of implicit, previ-
ously unknown, and potentially useful information from
large amount of data” [2]. Data mining [3, 4] is an inter-
disciplinary field that draws on database theory, machine
learning, and statistics to provide powerful data explo-
ration techniques. Numerous data mining techniques have
been designed to discover various types of patterns in data,
including rules and patterns summarizing the main proper-
ties of the data. In recent years, the design of data mining
techniques has become a major research area, as well as
their use to solve practical data analysis problems in real-
world applications [5]. Generally, the goal of data mining is
to extract useful and relevant knowledge from data.

In recent decades, the amount of textual information
available and stored electronically has been growing at a
staggering rate. The best example of this growth is enter-
prise documents, which are estimated to contain 80% of the
useful data that is not exploited by decision makers, given
the lack of online analytical processing (OLAP) approaches
suitable for textual content [3]. Hence, given the typi-
cally large amount of enterprise documents, an important
challenge is to develop techniques to efficiently aggregate
interesting patterns, trends and information of interest to
users [6]. Text mining, also known as Intelligent Text Anal-
ysis, Text Data Mining or Knowledge-Discovery in Text,
generally refers to the process of extracting interesting and
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non-trivial information and knowledge from unstructured
text [7]. It is therefore crucial to combine OLAP with text
mining techniques [8] to efficiently provide relevant aggre-
gated information to users. Unstructured data poses new
challenges for data analysis compared to structured data
found in traditional relational databases [9]. Text mining
can work with unstructured or semi-structured data sets
such as emails, full-text documents and web pages [10]. A
review of general approaches for text mining and knowl-
edge discovery can be found in [11]. Text mining shares
many characteristics with classical data mining, but differs
in many ways [12].

Text mining is a multidisciplinary field, involving infor-
mation retrieval, text analysis, information extraction, cat-
egorization, visualization, database technology, machine
learning, and data mining [13]. Text mining approaches first
process unstructured text documents using natural language
processing techniques to extract and aggregate keywords,
called items. Then, classical data mining techniques are
applied on the extracted data (keywords) to discover aggre-
gated patterns. Starting with a collection of documents, a
text mining process retrieves a particular document and pre-
processes it by checking its format and character sets. Then,
a text mining approach goes through a text analysis phase.

In recent years, due to the rapid increase in text data
availability and the lack of OLAP approaches to handle this
type of data, there is a growing need to use data mining
techniques to extract useful knowledge from this data such
as aggregated keywords. Furthermore, the large number of
unstructured documents stored electronically in document
warehouses or on the Web makes standard OLAP tech-
niques unsuitable for handling large collections of enterprise
documents. These limitations of traditional OLAP have
led to the recent development of approaches for mining
aggregated information such as aggregated keywords from
unstructured data [20, 21, 26].

Information aggregation approaches can be used to
directly extract knowledge from a text corpus, or to extract
representative keywords from a set of documents, which can
then be analyzed using traditional data-mining techniques to
discover complex patterns [14]. Many text mining methods
have been developed to retrieve aggregated information that
is useful for users [15]. Most text mining methods use key-
word based approaches to construct textual representations
of sets of documents.

In this paper we thus address the challenges of proposing
a new textual aggregation function for the OLAP context
based on data mining techniques. The contribution of this
paper is a novel measure named FP-COTA based on the dis-
covery of frequent closed patterns in a generated document
keyword/matrix. An experimental study on a real corpus of
more than 700 scientific papers collected on Microsoft Aca-
demic Search shows that the proposed measure outperforms

four state-of-the-art textual aggregation methods in terms of
recall, precision and F-measure.

The rest of the paper is organized as follows: Section 2
reviews related work related to the combination of OLAP
and data mining. Section 3 presents the proposed method,
named FP-COTA. Section 4 presents an experimental study,
which compares the performance of the proposed method
with four state-of-the-art approaches on a real corpus.
Finally, Section 5 draws conclusions and discusses future
work.

2 Combining OLAP and data mining

OLAP and data mining are used to solve different kinds
of analytic problems. On one hand, OLAP operators are
powerful mechanisms for organizing and structuring data
to allow exploration and navigation of aggregated data.
On the other hand, data mining techniques are known for
their descriptive and predictive power, to discover knowl-
edge in data. Thus, OLAP provides aggregated data and
performs complex calculations while data mining discovers
hidden patterns in data. Hence, OLAP and data mining are
complementary, and combining them can result in a more
elaborated analysis. In the context of data warehouses and
OLAP, some data mining techniques can be used as aggre-
gation operators. Thus, many studies are now developping
more complex operators to take advantage of the data analy-
sis capabilities provided by data mining [16, 17]. This paper
goes beyond these proposals by proposing a novel aggre-
gation approach based on the extraction of frequent closed
patterns.

This section reviews existing aggregation approaches.
It classifies existing approaches into four categories:
approaches based on linguistic knowledge, external knowl-
edge, graph and statistical information. Characteristics of
these approaches are discussed in the following paragraphs.
To our best knowledge, no previous studies have considered
using frequent patterns for textual aggregation.

Approaches based on linguistic knowledge view a corpus
as the set of words (a vocabulary) appearing in its docu-
ments, which may results in ambiguities. To overcome this
obstacle, techniques based on lexical knowledge and syn-
tactic knowledge have been introduced. Poudat et al. [18]
and Bouakkaz et al. [19] proposed a classification of textual
documents based on scientific lexical variables of discourse.
Among these lexical variables, they chose nouns rather than
adverbs, verbs or adjectives, because nouns are more likely
to emphasize scientific concepts.

Approaches based on the use of external knowledge
select specific keywords that represent a given domain.
These approaches often use knowledge models such as
ontologies. Ravat et al. proposed an aggregation function
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that takes as input a set of keywords extracted from a cor-
pus of documents and outputs a set of aggregated keywords
[20]. They assumed that both the ontology and the corpus of
documents belong to the same domain. Oukid et al. [21] pro-
posed an aggregation operator named Orank (OLAP rank),
which aggregates a set of documents by ranking them in a
descending order using a vector space representation. Sub-
habrata et al. in [22] proposed a textual aggregation model
using an ontology. They proposed an approach to construct
keywords Ontology Tree [23].

Approaches based on graphs use keywords to construct
a keyword graph, where each node represents a keyword.
Keywords are obtained by a process of pre-processing and
candidate selection. In a keyword graph, an edge indicates
the strength or relatedness (or semantic relatedness) of the
two keywords that it connects. After building a graph, dif-
ferent types of keyword ranking approaches can be applied.
The first proposed approach is called TextRank [24]. It
builds a graph where edges represent co-occurrence rela-
tions between keywords in the corpus. The assumption
of this approach is that if a keyword is linked to many
other keywords, then it is considered as important. An edge
between two keywords can be interpreted as a measure of
their semantic relatedness. TextRank applies the PageRank
algorithm to obtain the PageRank score for each pair of
terms to rank candidates. TextRank tends to extract high-
frequency terms as keywords because these terms have
more opportunities to be linked with other terms and hence
obtain higher PageRank scores. The co-occurrences rela-
tionship used to build TextRank’s term graph can be seen
as an approximation of the semantic relationships between
words. As a consequence, TextRank may connect seman-
tically unrelated words, and may introduce noise, which
may negatively influence extraction performance. An alter-
native approach to alleviate the vocabulary gap is to use
latent topic models. Latent topic models learn topics from
a collection of documents. Using a topic model, both doc-
uments and terms can be represented as distributions over
latent topics. The semantic relatedness between a term and
a document can be estimated using the similarities of their
topic distributions. Similarity scores can be used as ranking
criteria for keyword extraction [25]. Bouakkaz et al. [26]
proposed a method, which performs aggregation of key-
words in documents based on the construction of a graph
using affinities between keywords, and the identification of
cycles in the graph. This process selects the main aggregated
keywords from a set of terms representing a corpus. The
aggregation approach proposed in this work is called TAG
(Textual Aggregation by Graph). It takes as input the set of
all extracted terms from a corpus, and outputs an ordered set
containing the most aggregated keywords. The process of
aggregation goes through three steps: (1) Extraction of key-
words with their frequencies, (2) Construction of an affinity

matrix and affinity graph, and (3) Cycle identification and
aggregated keywords selection.

Approaches based on statistical methods consider occur-
rence frequencies of terms and correlation between terms.
The authors of [28] proposed the LSA (Latent Semantic
Analysis) method in which the corpus is represented by
a matrix where each row represents a document and each
column represent a keyword. Each matrix element stores
the number of occurrences of a word in a document. By
then performing decomposition and reduction, this method
identifies a set of keywords that represents the corpus. The
authors of [29] proposed an approach called TUBE (Text-
cUBE) to discover associations between entities. The model
adapts the concept of data cubes designed for relational
databases to textual data, where cells contain keywords, and
an interestingness value is attached to each keyword. The
authors of [30] proposed two aggregation functions. The
first one is based on a new adaptive measure based on Tf.Idf
which takes into account hierarchies associated to dimen-
sions. The second one is built dynamically and is based on
clustering. The authors of [31] used the k-bisecting cluster-
ing algorithm based on the Jensen-Shannon divergence of
probability distributions [32]. Their method starts by cre-
ating two clusters containing the two elements that are the
most far apart as seed clusters. Each other element is then
assigned to the cluster having the closest seed. Once all ele-
ments have been assigned to clusters, the centers of both
clusters are computed. The new centers are then used as new
seeds for finding two new clusters. This process is repeated
until each of the two new centers converge up to a preci-
sion lower than some predefined threshold value. Then, if
the diameter of a cluster is larger than a specified thresh-
old value, the whole procedure is applied recursively to that
cluster to divide in into two clusters. The authors of [33] pro-
posed a second aggregation function called TOP-Keywords
to aggregate keywords. It computes the frequencies of terms
using the T f.Idf function, and then selects the first k most
frequent terms. Jingxuan et al. in [34] proposed a frame-
work for different multi-document aggregation tasks using
submodular functions based on the term coverage and the
textual-unit similarity which can be efficiently optimized
through the improved greedy algorithm. They show that four
known aggregation tasks, including generic, query-focused,
update, and comparative aggregation, can be modeled as
different variations derived from the proposed framework.
The authors of [35] proposed the C-Value algorithm, which
ranks potential keywords by using the length of the phrases
containing the keywords, and their frequencies. The authors
of [36] proposed a technique for extracting sentences sum-
marizing a set of documents by considering the weights
of the sentences and the documents. The authors of [27]
proposed an approach called top-bottom to perform docu-
ment aggregation using texture features that are extracted
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Fig. 1 Steps of keyword
extraction

from the specified/selected documents. A mask of suitable
size is used to aggregate textural features, and statistical
parameters are captured as blocks in document images. Four
textural features that are extracted from masks using the
gray level co-occurrence matrix. Furthermore, two statisti-
cal parameters extracted from corresponding masks are the
modal and median pixel values.

3 The proposed method: FP-COTA

This paper aims at creating a suitable environment for the
online analysis of documents by taking into account tex-
tual data. In Text OLAP, a measure can be textual, i.e. it
may return a list of keywords as result. If a user wants
to obtain a more aggregated view of the data, he can
then apply a roll-up operation. Implementing this opera-
tion requires an adapted aggregation function that performs
text data aggregation. The following paragraphs introduce
the proposed approach step-by-step by discussing its design
and implementation. The proposed approach is named FP-
COTA. It performs three main operations: (1) extracting
keywords with their frequencies; (2) generating frequent
closed patterns; (3) selecting k aggregated keywords.

3.1 Extracting keywords

The first step of the proposed approach is to select a set
of terms T by cleaning stop words, applying lemmatiza-
tion, and then selecting the most significant terms. There are
different ways of selecting terms. In this work, the weight
(frequency) of a term is used as it assesses the importance
degree of the term in a document. These weights are defined
as follows:

∀ti ∈ T , wi = − tfi

tf i
(1)

where wi is the weight of term ti , tfi is the occurrence
frequency of term ti in the corpus.

3.2 Discovering frequent closed patterns

The second step of the proposed approach is to extract fre-
quent closed patterns. The concept of closed pattern was
initially proposed for market basket analysis to analyze cus-
tomer transactions [37]. In the context of this paper, a closed

pattern is a set of keywords such that there does not exist a
superset of keywords having the same support (occurrence
frequency) in the Documents/Keywords matrix. In other
words, a closed pattern is a set of keywords that always
appear together in documents. Thus the support of any pat-
tern is the same as the support of the smallest closed pattern
containing it.

In the proposed approach, frequent closed patterns are
mined from the Documents/Keywords matrix by performing
two sub-steps: 1) building an FP-Tree from the matrix, and
2) retrieving frequent patterns from the FP-Tree, and then
filtering out all non-closed patterns. In the method imple-
mented by Grahne [37], all frequent patterns are mined
using the FP-Growth algorithm and then stored in a T-Tree
structure (Total Support Tree), which also stores the sup-
port of all frequent patterns. Then, a post-processing step is
performed to only output the closed patterns stored in the
T-Tree. To avoid storing the set of all frequent patterns and
performing this post-processing step, we adopt the imple-
mentation called FPClose provided in the SPMF library
[38], where the T-Tree contains only the closed frequent pat-
terns, and which provides fast access to the set of closed
frequent patterns.

3.3 Aggregated keywords selection

The third step of the proposed approach is aggregated key-
word selection. All the frequent closed patterns discovered
in the previous step are ordered by their support. The system
lets the user choose the size of the largest pattern in terms
of number of items K to be selected. Patterns representing
the most representative keywords in the corpus (having the
highest value of support) are selected.

4 Experimental study

To evaluate the proposed approach, the authors of this paper
have compiled a corpus from the IIT conference1 (confer-
ence and workshop papers) from the years 2008 to 2014.
It consists of 700 papers with a length of 7 to 8 pages in
IEEE format, including tables and figures. Keywords have

1http://www.it-innovations.ae

http://www.it-innovations.ae
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Fig. 2 Recall of different approaches

been extracted from the whole list of words using Microsoft
Academic Search2 keywords.

The keywords extraction function is based on the
Microsoft Academic Search web site (MAS) as shown in
Fig. 1. MAS classifies scientific articles according to fif-
teen scientific fields by extracting scientific keywords from
articles and ordering them according to their frequencies.
Among the lists of keywords produced by MAS, the 2000
most frequent keywords were selected from each field.
Extracting keywords from the corpus is then done according
to these lists of keywords for each field. The output of this
process is the two fold matrix of Documents x Keywords,
which is used to compare the proposed approach with other
textual aggregation approaches.

Several measures have been proposed to evaluate key-
word aggregation methods [40–42]. But the most frequently
used are the recall, precision, and F-measure [39].

The recall is the ratio of the number of documents to the
total number of retrieved documents [39].

Recall = {RelevantDoc} ∩ {RetrievedDoc}|
|{RelevantDoc}| (2)

The precision is the ratio of the number of relevant doc-
uments to the total number of retrieved documents [39].

Precision = {RelevantDoc} ∩ {RetrievedDoc}|
|{RetrievedDoc}| (3)

The F-measure or balanced F-score, combines the preci-
sion and recall measures. It is defined as the harmonic mean
of the precision and recall [39].

4.1 Results

This sections presents an empirical study to evaluate the
proposed aggregated keyword function using two real cor-
pora. Its performance is compared with the performance of
Tube [29] Biencube [30] Topic [31] and TopKeywords [33].

2academic.research.microsoft.com/

Fig. 3 Precision of different approaches

Experiments were performed on a PC running the
Microsoft Windows 7 Edition operating system, equipped
with a 2.62 GHz Pentium Dual-core CPU, 4.0 GB main
memory, and a 300 GB hard disk. To test and compare
the different approaches, the corpus described in the previ-
ous section was used, which contains 700 articles, 950.000
terms and 3.214 extracted keywords.

To compare the methods, the recall, precision, F-measure
and runtime were measured for different values of K . A
comparison of the complexity of the five algorithms was
also done. Results from the experiments are summarized
in Figs. 2, 3, 4 and 5. It can be observed that the pro-
posed approach yield the highest values in terms of recall,
precision and F-measure.

For instance, for K = 3, the proposed FP-COTA
approach has a recall of 75%, while Topkeyword, TOPIC,
BienCube and TuBE obtain 63%, 25%, 40% and 10%,
respectively. In terms of precision, FP-COTA reaches 89%
while Topkeyword, TOPIC, BienCube and TuBE obtain
21%, 32%, 10% and 3%, respectively. In terms of F-
measure, the designed approach obtains 81%, while Top-
keyword, TOPIC, BienCube and TuBE have 31%, 28%,
16% and 5%, respectively. For K = 10, the proposed
approach has a recall of 81%, while Top- keyword, TOPIC,

Fig. 4 F-measure of different approaches

academic.research.microsoft.com/
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Fig. 5 Runtime of different approaches (ms)

BienCube and TuBE gets 92%, 58%, 75% and 40%, respec-
tively. The proposed approach obtains a precision of 94%,
while Topkeyword, TOPIC, BienCube and TuBE obtain
35%, 47%, 25%, respectively. Lastly, in terms of F-measure,
the proposed approach obtains 87%, while Topkeyword,
TOPIC, BienCube and TuBE obtain 51%, 52%, 38%,
respectively.

In Fig. 5 it can be observed that there is a consider-
able difference between the five compared approaches. The
reason is that they do not have the same time complex-
ity. The proposed FP-COTA approach applies the FPClose
algorithm as a sub-step which has a complexity of O(X),
where X is the number of closed patterns. The number of
closed patterns is in the worst case 2Y − 1 where Y is the
number of keywords in the longest document [38]. But in
practice the number of patterns can be much less depending
on how the minsup threshold is set. Topkeyword and Bien-
Cube have a complexity of O(N) [30, 33]. On the other
hand TOPIC is based on the k-bisecting clustering which
has a complexity of O((k1)kN). where K is the number of
clusters and N the number of terms [31]. TUBE has a com-
plexity of O(N2) [29]. Thus, although the complexity of the
proposed approach may seem high when compared to sim-
pler approaches, it can be seen as an interesting trade-off for
higher recall, precision and F-measure.

Overall, based on the results presented in Figs. 2, 3, 4
and 5, it can be seen that the designed approach outper-
forms other approaches in terms of recall, precision and
F-measure, and has good performance in terms of runtime.

5 Conclusions

This paper has presented a novel textual aggregation func-
tion named FP- COTA based on the use of frequent closed
itemset mining to generate aggregated keywords for text
OLAP. Closed patterns proved to be a suitable alterna-
tive to clustering and classical approaches used in previous

work due to their flexibility and low complexity. More-
over, pattern mining has an advantage over classical OLAP
techniques, as it better supports generating empirical solu-
tions for textual aggregation. To evaluate the proposed
approach, a real corpus was collected, and the performance
of the approach was compared to four state-of-the-art meth-
ods for textual aggregation. Results have shown that the
proposed approach outperforms the compared approach in
terms of recall, precision, F-measure and runtime. For future
work, we will consider introducing the semantic aspect of
keywords in FP-COTA as well as using other corpora.
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